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This eBook collects posts that | published since 2016 touching upon the broad area of
symbiotic autonomous systems from technology enablers evolution to personal and social
impacts.

The work is part of, and has benefitted from the IEEE FDC Symbiotic Autonomous
Systems Initiative, SAS, and the thoughts offered derives from discussions we have had in
that context.

The posts have been structured along with the Initiative Tree:

Notice: the opinions expressed in this eBook are not necessarily the ones of the SAS Initiative and IEEE
FDC is not endorsing them.




OVERVIEW. ...t rnssss s s s s s s s ssss s s s s ssssmss s nnas 8

The SAS Initiative 8
Technologies 10
Intelligence 13
Control/Autonomy 14
Self adaptation/Evolution 15
Anthropogenic Biomes 17
Smart Cities 19
Industry 20
Augmented Humans 21
Ethical Challenges 23
Economic Framework 26
Roadmap 29
The evolution of ... Machines 31
The convergence of Humans and Machines 33
Autonomous Systems in 2018 35
Autonomous systems on the rise 37
Big-C versus Little-C: the debate on consciousness is still on 39
The fading boundary between Atoms and Bits 40
ENABLING TECHNOLOGIES ............o e r e e s s 43
Autonomous Decisional Capabilities 43
Disruptive Technologies in extreme automation impacting beyond 2040 43
Who is in charge? 44
Towards self organising networks 45
Towards self organised networks ... of people 47
Untethered! Now the robot can take a walk 48

Notice: the opinions expressed in this eBook are not necessarily the ones of the SAS Initiative and IEEE
FDC is not endorsing them.



Self-Replication 50

Towards self organised networks ... of Digital Twins 50
Augmented Humans 52
Symbiotic artificial organs for electrical power generation 52
Disruptive Technologies in human augmentation impacting beyond 2040 53
A magic chip to change cells: healing with synthetic DNA 55
Human in the loop 57
Towards Humans 2.0 58
Cooperative Support 60
Disruptive Technologies in extreme automation impacting beyond 2040 60
Emergent beings: Cooperative support 61
Brain and computer learning together 63
Communications Support 65
Communications for Symbiotic Autonomous Systems 65
Disruptive Technologies in HMI impacting beyond 2040 68
5G is old stuff, let’s look at 6G! 71
That’s quite a talker! 74
Let’s start talking about 6G! 75
Artificial Intelligence 77
Computers keep getting better ... than us 77
Why, Why, Why? Yet, Al does not answer 78
The thin, fuzzy, line between awareness and consciousness 79
It doesn’t play like a human, nor like a computer... 82
A question more important than the answer ... 83
It dropped to Earth, but | bet something else will soar 84
Actuators 86
Robotic Dragonfly 86

Notice: the opinions expressed in this eBook are not necessarily the ones of the SAS Initiative and IEEE
FDC is not endorsing them.



Flying on a drone, virtually 88

It speaks like me! ... and you 88
Emergent beings: Integration of advanced prosthetics 90
Neural dust is getting ready for your brain... 91
Sensors 92
Leveraging on bacteria to build sensors 92
Stretchable brain interfaces 93
Processing spikes from one million neurons 94
APPLICATION AREAS ........criirirrrmccesssssss s s e e s s s s nnmmsss s s s e e e s s e nnnns 96
Education 96
What would education be like in 20507 96
What would education be like in 20507 Digital Twins 98
What would education be like in 20507 Gig Economy 100
What would education be like in 20507 In-product Education 103
“Nice to meet you, | am Baxter your new co-worker” 105
Consultancy 107
100 million pixels on a drone 107
Augmentation 108
Human Augmentation: partnering with Machines 108
Longevity escape velocity 109
Humans not needed ...Inflection point? 110
Life 3.0 111
Emergent beings: Human augmentation 112
Health Care 114
Cybathlon: symbiotic automous systems competing for gold 114
Manufacturing 116
Industry 4.0 and Symbiotic Autonomous Systems 116

Notice: the opinions expressed in this eBook are not necessarily the ones of the SAS Initiative and IEEE
FDC is not endorsing them.



The Hive doesn’t need humans... but for oranges! 117

Eating more, spending less: the fourth agricultural revolution | 118
Eating more, spending less: the fourth agricultural revolution Il 120
Eating more, spending less: the fourth agricultural revolution Il 121
Eating more, spending less: the fourth agricultural revolution 1V 122
Eating more, spending less: the fourth agricultural revolution V 128
Transportation 130
First commercial autonomous systems are here 130
A sort of symbiotic autonomous system... 131
Do you still remember the Waterfall Model? 132
Would you care for an extra hand? The many faces of Industry 4.0 134
TTM 2014: Future of Fabrication 134
Transportation 138
Are flying cars around the corner? 138
Good Morning, this is your robo-captain speaking 139
Infrastructures 141
From Smart to Intelligent Cities 141
From Smart to Intelligent Cities 142
Carrying 10 Exabyte of cars generated data 144
MARKET ASPECTS...... oo s s s ssssscssssssss s s s e s s s s s mmmsssssssssnnes 146
Symbiotic Machines 146
ETHICAL ASPECTS ... s s s s s s ss s ssss s s s e s s s s e nmmmmnnnns 148
Jumping into the void: Vitrifixation 148
Do we have virtual privacy in the virtual space? 150
It can be done, and that is the problem... 152
LEGAL ASPECTS....... . s s s s s s ssmmssssss s s e e s s s e nmm s s 154

Notice: the opinions expressed in this eBook are not necessarily the ones of the SAS Initiative and IEEE
FDC is not endorsing them.



Accountability

Some nasty sort of autonomous systems

Symbiotic Machines - Super Smart Society

Disruptive Technologies in extreme automation impacting beyond 2040
| am not that smart, you are not that smart ... we are

Will there be a Valentine day for robots?

Emergent beings: from tools to systems

Emergent beings: from systems to symbiotic systems

Successful technology is invisible

Beyond the Turing test

154
154
156
158
159
161
163
164
166

168

Notice: the opinions expressed in this eBook are not necessarily the ones of the SAS Initiative and IEEE
FDC is not endorsing them.




Notice: the opinions expressed in this eBook are not necessarily the ones of the SAS Initiative and IEEE
FDC is not endorsing them.




OVERVIEW

The SAS Initiative

- February 22nd, 2017

Swarm robotics is a relatively new area
that is studying biological behaviour to
create a super-organism, a swarm
intelligence, out of many simple robots.
Thomas Smitckl and his colleagues are
studying adaptation and evolution for
symbiotic multi-robot organisms. Credit:
University of Gratz

The Future Direction Committee FDC of the IEEE in consultation with IEEE Societies, is
kicking off a new Initiative on Symbiotic Autonomous Systems.

What are these “Symbiotic Autonomous Systems”?

It is nothing really new, in the sense that the history of human civilization has been
characterized by the continuous interplay of people and their artefacts.

This Interplay is so important that historians are used to characterize a civilization age with
an emerging and then widespread use of an artefact, or technology to create it (the age of
"stone", bronze"," iron").

Today we are in the "computer" age, transitioning to the "digital’ age.

Symbiotic Autonomous Systems may be seen as a next step in the digital age. The age
of computers has fostered automation of many activities and its performances have
enabled the creation of new ones. The age of “digital” is harvesting the computer
productions, the 0 and |, the bits, giving rise to a parallel World, the cyberspace.

In the coming decades we are bound to see progress in both the "computerization" of the
World and in its digitalisation. These two trends will strengthen one another and will
overlap creating the age of Symbiotic Autonomous Systems, SAS.

The progress in computerization (I include into this word both the "chip" and the ‘software"
part) is leading to increasing "robotization" of objects and to a seamless presence in our
everyday life. We are already commuting using robots (the metro system in Turin, where
one line is fully robotized) and in a few more decades our cars will be robots. Vacuum
cleaners robots no longer make headlines and my grandchildren are growing with a
playground populated by robots.

The Internet of thing is on us and it is growing in our homes, in our cities, at the office...
The sheer number and variety of computerised/robotized objects will seamlessly morph
into a fabric of connected objects out of which an overall "behaviour" will arise.

On the other side, digitalisation creates an expanding cyberspace formed by islands that
will progressively be connected with one another.

These two worlds will get more and more intertwined.
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Think about TESLA cars becoming more and more autonomous each one connected to
the TESLA cyberspace to form a virtual fleet that is learning and distributing knowledge
back to each TESLA car.

We are part of this evolving ambient and we are interacting with both computerised /
robotized objects and with the cyberspace.

More than that. We are a "component" of this ambient, we live in symbiosis with it and
soon enough robots will live in symbioses with us.

It will go a step further: loT will become part of our body and artificial organs will become
normal in the third decade of this century.

These embedded devices will become symbiotic with us (nothing new here, we are living
in symbioses with billions of bacteria, they actually outnumber our cells!) and will improve
our body Communications capabilities with our ambient extending our symbiotic life.
Symbioses, strictly speaking, is about two living beings that are joining forces to achieve
something that would not be achievable by just one of them. In more general speaking we
can speak of a symbiotic relation when two entities are piggy-back one-another (my wife
insists that | am in a symbiotic relation with my computer, since | am always with it...). The
broader meaning of symbioses is also the one used by the University of Glasgow in the
Symbiotic Autonomous Systems and Robots one of their postgraduate research programs.
Hence, what | represented before, strictly speaking, is not about symbioses, since | have
been talking about artefacts interacting with artefacts and artefacts interacting with
humans.

Well, in the coming decades, and for sure by 2050, it will get more and more difficult to put
a dividing line between life and non-life. Artefacts will be able to become aware, to self
repair, to look for “food” an to multiply. May be they will not be “sentient” but this applies to
bacteria as well, yet they are typical examples of symbioses.

Symbioses in nature seems just to happen, it is not planned nor it is the result of an
agreement between the symbiotic partners. That will be similar, in many cases, in the
symbioses among artefacts (and artefacts and humans) once the artefacts will grow to
become self adapting (and we already have examples of this, with deep learning
technologies, including my GoodNote application that is learning to recongnise my
handwriting and it is actually getting better than myself in reading my chicken scratches).
The “autonomous” qualification is important. It does not necessarily mean that each
partner can live independently of the other (we cannot live without our symbiotic bacteria),
it means that each partner is behaving according to its own “rules”, and the symbiotic
relation binds the two autonomies, as it would happen in self driving vehicles in a smart
city.

The “system” qualification is also important. The future will see behaviour and “meaning”
stemming from complexity and this, in turns, is a side effect of systems. A single loT will
not qualify to become a partner in a symbiotic relation, but a system comprising several
loTs, interconnections, data, and intelligence will.

Hence this initiative stemming from a vision of future built by independent players that will
work independently but will leverage on one another giving rise to new life forms.
Welcome to symbiotic autonomous systems!
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Technologies

- February 23rd, 2017

This prototype of prosthetic hand can be manufactured in
less than two days using a 3D-printer. It dramatically cuts
cost.

Credit: Open Bionics

In order to establish a symbiotic “relation” two systems need to exchange “information”.
The types of information exchange varies a lot, as well as the means supporting the
exchange and the actual protocol for the exchange. Furthermore, the exchange can be
direct (from one system to the other) or indirect, mediated by another system (or the
ambient).

Foxgloves and bumble bees live a sort of symbiotic relation, the former needing the latter
for pollination and the latter needing the former as “food”. The random chance of evolution
brought these too different species to a symbiotic relationship (even though it is likely that
none realizes the importance of the other).

Depending on the systems involved specific interactions are needed. A swarm of robots
may interact using direct communications (like Bluetooth) or indirect communications, as it
happens in swarms of bees or flock of birds, by following a specific set of rules
enforcing/keeping distance from one another. In the case of a robotic swarm this can be
achieved, as an example, by proximity sensors or by analyzing images streamed by
cameras giving “sight” to each robot. In Nature, as it is the case for autonomous systems
today, the communication is indirect.

In a more distant future, and 2050 may be a reasonable thresholds, autonomous systems
might have the capability to create and establish a direct communication with other
autonomous system and negotiate a joint activity to pursue a goal. This is tough since it
basically requires the capacity to create a language to convey a meaning.

In case of human to artefact the communication happens by design. An implant is
designed in such a way to become aware of the body situation (for the specifics that
matters) and react in consequence. The first artificial pancreas for insulin delivery has
been approved by FDC in September 2016 and clinical trials were opened in February
2017.
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One of the most advanced
prosthetic hand. It connects with
the brain taking commands from it
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( sensations. Credit: John Hopkins
’ University
=
2
2
-
1

More sophisticated examples are provided by prosthetics that interact with muscle or
nerves to mimic the replace body part functionality. As an example, sensors pick up
electrical signals from the arm and use them to control a prosthetic hand. More
sophisticated, recent, prosthetics interface with the brain receiving commands and feeding
back sensations.

There is even an Open Hand project to stimulate innovation in this area and dramatically
decrease prosthetic cost (a prosthetic hand may cost up to 100,000%).

Notice that today, in the case of brain computer interactions, the artefacts is designed to
“speak” a certain language (to pick up certain data through sensors and to process them
using a logic that is getting more and more sophisticated —signal processing). However a
good portion of the communication “meaning” is managed by the brain that, experiencing
the behaviour of the artefact in consequence of what the brain does, rearranges itself
(learn) to provide the signaling leading to the desired result.

This is an area where research on signal processing, languages and semantics needs to,
and likely will, make significant progresses.

The likelihood of having an artefact connected to the brain and immediately “speaking” its
language is slim, even on a long timeframe. There might be specific situations, interfaces,
where this will become possible, like the interfacing of a camera with the retinal optic nerve
or the interfacing of an artificial limb, but in general the interfacing with what a brain “think”
is well beyond our observation horizon.

This goes both ways. So do not expect to be able to “download” data on your brain in the
next decades. Of course interactions mediated by our senses will become better and
better and this will result, often, in seamless communications and hence in stronger
symbioses.

At the physical level it may be worth noting that in the coming decade we may move from
a communications based on the decoding of electrical fields created by electrons (which is
what happens in our electronic artefacts) to the decoding of electrical fields created by
protons (protonics). This latter promises to be much more accurate, being able to capture
the electrical activity of a single neuron (dendrite and axon). The technology for using
protons rather than electrons works in prototypes but is still far in terms of industrial
product.
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Biocompatible maleic-chitosan
nanofibers (yellow) embedded in a field
effect transistor. A potential difference
applied across source and drain
generates a proton current to flow along
the maleic chitosan. A potential applied
onto the gate modulates the proton
current. This modulation occurs by
inducing more or fewer protons onto the
maleic chitosan via capacitive coupling.

Credit: University of Washington

The first results in these areas go back to the end of the last decade with the creation of a
first transistor working on protons, rather than electrons. More recently a further step was
taken, still at Washington University, in collaboration with Yale, Pittsburg and Leipzig
university, by understanding the mechanism of proton movement in water that is at the
bases of electrical communication in living cells.

Going back to artefacts interacting with other artefacts and with the ambient significant
work is going on, and will progress, in the area of 3D sensing. Interesting, in this respect is
to look at the NASA roadmap on Robotics and Autonomous Systems (area 4.1.1). These
sensors will provide more, and more precise, data that can increase the awareness of the
artefact(s) and its capability to interpret the “intention” of the other interacting autonomous
system (including interaction with a human being). This is a first step in increasing the
intelligence of the system itself, of its interaction and of the symbiotic relationship.
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Intelligence

- February 25th, 2017

Ever thought on what may be
going on in a computer
"brain"? This image is a
representation of a full
training graph from ResNet-
34 created in September
2016 an monitoring the
activities of a deep learning
process. Graphcore says this
looks like an MRI scan and it
is one of the first times it had
imaged the complete graph
for this network. The image
shows computationally
intensive vertices, with their
connections highlighted in
blue. Credit: Graphcore

An autonomous system has to be “intelligent” to the extent that is has to work out, by itself
a survival strategy in its interaction with the environment. The more interaction is present,
and the more articulated (varied) the more intelligence is required. The quest for
embedding intelligence in autonomous systems goes back to the creation of robots and as
they become more and more flexible, adaptable, they move around and increase the level
of interactions with the environment, cooperate with one another the need for higher levels
of intelligence grows.

More recently, studies have also emerged on “collective Intelligence” and interestingly they
look for inspiration at biological systems.

In the context of symbiotic autonomous systems the overall intelligence is shared among
its components and it is interesting to study how the human intelligence can cooperate
with the artefacts intelligence. This is a brand new area that goes beyond the human
machine interface, although it is related to it. It is also an area where discussion is going
on under the banner “augmented humans”. The idea is that a symbioses with a machine,
with an autonomous system, can lead to an increase in our human capabilities. This is
actually already happening, think about you using the smartphone to get information from
the web. It is like your memory is getting a boost. Today we have a visible separation
between us and the system “intelligence” (mediated by our smartphone) but this
separation will become fuzzier and fuzzier as the interaction between the “I” and the
machine becomes seamless. Google glasses were a step in this direction (although they
succeeded in very narrow areas) in the sense that they provided a more seamless
interface between the person and the machine.

Contact lenses doubling up as screen are just around the corner, and they will bring us a
step closer to seamless interaction.

One question is if a smart contact lens can be considered as an autonomous system or if it
is just an object. A pair of glasses is clearly an object, but what about a smart pair of
glasses like Google’s ones? | would tend to define the Google’s glasses an autonomous
system, since it has a sort of own intelligence, it connects to the web and autonomously
decide (up to a certain extent) what to look for (and in principle its autonomy will grow over
time). In this sense smart contact lenses, once the will grow into intelligent objects that will
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become aware of the context and will be able to discriminate between data and
information (showing just the latter) may be considered autonomous systems. Anyhow, |
used this example also to point out the fuzzy boundaries between what may be called an
autonomous system and what cannot be considered an autonomous system.
Intelligence is difficult to define, there are so many nuances, but it is clear that extending
our capability in reaching information and processing data is boosting at least the
perception of intelligence.

Control/Autonomy

- February 26th, 2017

AsimoV's three laws of robotics put a
boundary on what robots can do and
would ensure that robots make no
harm to humans. However there is
no way to insure they will be applied
(think of military drones...). Credit:
Jantoo Cartoons
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"No kidding? — you broke all
three laws of robotics?"

As engineers we are “control freak”. A good portion of our design goal is to achieve control
on the machine. With autonomous systems the engineers are still designing with control in
mind, even though this control is in terms of goals to be pursued and boundaries within
which the behaviour to achieve the goal is allowed.

In biological systems the idea of control is quite different. A biological system has to
operate in an equilibrium zone, its metabolism is what controls at chemical/physical level
its operation. You break the metabolic equilibrium and you die. Then the range of
behaviours within this equilibrium are bounded by the characteristics of your body: it
doesn’t matter how fast you flip your arms, you will not fly.

In our case, however, we eventually got to fly, not by flipping our arms but by building
airplanes. Could an autonomous system that in principle cannot fly eventually find a loop
around and ... fly?

Even though | oversimplify the point this is a crucial one and it is one that is being
discussed by scientists in these years. In other words: as we are creating more and more
flexible autonomous systems how can we be sure that their autonomy will not lead,
eventually, to step outside of boundaries that we have designed? If they are really
autonomous they might be able to gain insight on their limitations and find turnaround, just
like we did.
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Notice that the issue is not about the possibility to develop an autonomous system that
may result in harm, we have plenty of examples, from military drones killing people to self
driving cars or autopilots on planes that fail to respond in the right way. It is about the
possibility of an autonomous system of pursuing its goal in an harmful way or, even worse,
to change its goals in unexpected and unplanned ways that would result in harm.

There have been several concerns expressed by scientists around the world on the
intrinsic danger of artificial intelligence, which is very much related to the aspect of control
in an autonomous system.

The situation gets even more complicated when we are looking at the interaction among
several autonomous systems. To clarify the problem think about yourself. You are a law
abiding citizen (most of the time...), you are kind to other people, you love animals... and
then you swat a mosquito that bit you. The reasoning is the mosquito bit me so it has to
die! (I usually try a pre-emptive strike trying to kill it before | get bitten). | am just giving this
trivial example to state that even us, as autonomous sytem do things that can be harmful
to other “systems”. More than that. There are “unexpected” situations where we are not
sure of our reaction, just because they are unexpected, and those reactions may end up to
be harmful. Or we might be on the edge, under stress, and our reactions can overstep the
boundaries of our normal reactions.

This is a fundamental problem in autonomous systems. Once you provide autonomy you
(partly) lose control. And in general the more autonomous a system is the less control can
be imposed.

When we come to symbiotic autonomous system the issue becomes even more complex
because of the “symbiotic” behaviour. Each system is in close relation with the other and
the reaction of one can trigger an amplification in the other that in turns lead to amplified
reactions in a potentially dangerous loop. The "bio" part (us) is more unpredictable in its
behaviour and this bring unpredictability into the system as a whole.

Self adaptation/Evolution
- February 28th, 2017
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Scientists have found that there

% have been 5 big extinctions that
::.. led to the disappearance of 90%
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Living beings have shown an incredible capacity to adapt to their environment. That went
through million of years, thousands and thousands of generations and immense
extinctions (see graph). The ones surviving are the ones that manage to adapt to a
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changing environment. Autonomous systems have been designed to operate within
specific boundaries. As they become more and more powerful they will face broader and
broader contexts and will need to adapt to ever more complex changes.

In turns, this requires a growing “understanding” of their environment (bordering on
awareness) and the capability to alter the “rules of the game” through which they conform
their behaviour. In symbiotic systems this issues is compounded by the presence of two,
or more, interactive autonomous systems, one of which can be a biological one. A further
demand for adaptability derives from a possible failure in one or more components of the
system. This failure should be managed by the system possibly with a degradation of
functionality but preserving the overall capabilities. In symbiotic systems there is no
“overall” system from the point of view of “reliability” Each of the autonomous systems
composing the symbiotic entity is reacting to a failure of the other as a change of context
and has to take countermeasures fitting its own goal, not the ones of the overall

system. We have examples of this situation in living beings where the symbiotic
relationship between ourselves and the bacteria ecosystem in our guts is essential to our
wellbeing and there is very little latitude for an adaptation if the bacterial system fails.
This is an issue that needs to be faced in the design of symbiotic autonomous systems, for
those part that are under our design control. We usually can design just one or a few
components but not all of them. Hence there is the need of understanding what is the
range of adaptation of those systems that are not under the designer control to make the
best out of what can be controlled.

— Complex Adaptive System (CAS) —

system-wide
patterns emerge
Autonomous systems need to
have adaptation capability to
balance a changing set of input
and resources to their goal. In the
figure a representation of various

- ;gnce factors involved. Credit: Human
future Systems Dynamics
interactions agents

: ,0. interact

Notice that adaptation leads to evolution. A system that has adapted to a new context will
respond differently from the system ‘it used to be”. Over time adaptation pressure leads to
the creation of quite different systems. In the future we will be seeing systems that will be
able to create new systems, new offsprings, that eventually will take over. We are moving
the first steps in this direction with robots that can build better robots to face newer tasks
as well as software that can better perform in the solution of problems.

There are already many areas where there is a need to design self-adaptive autonomous
systems like in smart cities. Vehicular traffic flow can be seen as an autonomous system of

Notice: the opinions expressed in this eBook are not necessarily the ones of the SAS Initiative and IEEE
FDC is not endorsing them.




its own, interacting to pressures that are coming from events attracting people in a certain
area. People, as a whole, are themselves an autonomous systems and conditioning them
to use one form of transportation or distributing them on several forms of transportation is
an overall smart city design issue. These two systems interact one another and they also
are directed by a context and by constrains and resource availability. The distribution of
shopping malls, parking areas, the coordination of sales campaigns has an impact on
these systems. The logistics (both supply and delivery) is also impacting the behaviour of
these systems.

A smart city needs to have a monitoring system that visualizes the various autonomous
systems composing it and, this is the crucial point for the future, will have to orchestrate
them to become a symbiotic system. By 2050 we can expect many ambients, like smart
cities, to have become symbiotic systems, eco-biomes.

Anthropogenic Biomes
- March 1st, 2017

Self-healing via ion-dipole interaction

) -

Self healing materials have been
designed. These will be part of

s = oy new design approaches aiming at
Transparent, Self-heallng al’tlﬁ0l3| MUSC|e Creaﬁng Se/f hea/jng structures.
Credit: University of California
Riverside

Healed

We will be living in a world where the boundaries between life and objects will be more
difficult to perceive. Of course this may take several decades but we will find ourselves
speaking with objects and with the environment more and more, we will take for granted
that we can talk to them, they will talk back to us and engage in a meaningful interaction.
Echo, Siri are just crude prototypes of what is around the corner. We will expect robotized
objects to be the norm and to take the initiative. Notice that a further step in symbiotic
autonomous system foresees an awareness of an artificial autonomous system, like a
robot, to become aware of its limitation and to seek assistance from another system,
including interacting with a human. This can be, of course, a design choice, making sure
that an artificial autonomous systems relies on human for help (although it may open a can
of worms: whom should the robot trust? How can we trust the human and who becomes
accountable?)
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We will also expect them to be able to self repair or at least to take action to ensure a
smooth overall operation while the repair-robot comes to rescue and fix the problem. This
is no longer science fiction and there are studies to design cities able to self-repair
(starting from fixing potholes!).

Programs like landing on Mars will generate a host of innovation in the area of
autonomous systems that will create a fall out on the Earth, in our homes and cities. NASA
is dedicating significant efforts to improve autonomous systems and create symbiotic
autonomous systems in view of the long expeditions to Mars. Those systems will need the
capacity to be autonomous and to fix themselves, they will need the capability to
cooperate with yet to design systems... basically they will have to adapt and evolve.
Scientists have noticed how evolution has resulted on the creation of biomes on our
Planet. These are balanced ecosystems where autonomous systems (living beings
including plants, animals and microbes) achieved a dynamic equilibrium with resources. In
the last centuries (and accelerating), human civilization has been a major factor in the
evolution of biomes by changing their equilibrium leading to anthropogenic biomes
(meaning we are shaping the mix of life and its interplay).

This has been done without any conscious design on our part. Actually, we have just
recently realized the impact we are having on the Planet and the undesired
consequences. Hence we are starting (or at least there is a strong demand for) to take
actions leading to a rebalancing (e.g. decreasing CO2 to halt the climate change).
Robotics will be a science of artificial life forms and their interactions will be au pair with
today’s communities of living beings, first, probably more comparable to ants or bees
societies but them upgrading to more “sentient” societies, like human societies. The former
will probably become realities in the 2030-2040 (with some proto societies developing
sooner) the latter will likely become real and diffuse in the second half of this century.

In the coming decades we will start designing biomes, possibly on the Moon and Mars to
start with. This will be part of the symbiotic autonomous systems “science”. It will see a
cooperation among different technologies, from the ones supporting monitoring to the
ones supporting intelligence (these include all ICT nuances), from smart materials to
complex systems theory and application.

The “scaring” part is that only few will realize the change. Although these reflections may
seem today closer to science fiction than to science (and they are not, we have already
today what it takes, it is just not yet affordable...) the change will be gradual. The
upcoming 5G is in a way an autonomous systems in its potentiality. | am pretty sure that
those potentiality will be exploited in the first years of the first decade leading to a
revolution in the communications world that will be similar, actually greater, in its impact to
the one that has led to the appearance, and dominance, of the OTT (Over The Top). And
5G also has all it takes to be a planet wide symbiotic autonomous system!
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Smart Cities

- March 3rd, 2017

The Inter Cell City is a future city
concept based on living
organisms. The idea behind the
concept is to create sustainable
urban systems that integrate
natural green spaces with
occupied city spaces. Each urban
community unit would operate
based on citizen initiative, with
every one being responsible for its
own water, energy and waste
management. The cities are
designed to be sustainable and to
cut down on fossil fuel
consumption by 90% within a
century. Credit: Web Urbanist

From their inception, cities have been orchestrators of systems. Systems to host people, to
produce, distribute and barter goods, to manage and get rid of waste, to provide services
(health care, transportation, power/energy, entertainment,...).

As time went by, each of those systems became more performant and smart. An
acceleration in their evolution started in the XIX century (with first signs visible in the XVIII
century at the dawn of the industrial revolution). In the last decades computerization
further accelerated the evolution towards smarter and autonomous systems. It is in these
last decades that the issue of overall monitoring and control has come to the fore.

Already today many cities are a clustering of autonomous systems, often under different
management domains, partly public and partly private. This is a rapidly growing trend.
Autonomous transportation is a reality in several cities, and spreading, but there is very
little interaction among them and other autonomous systems in the city. As an example the
frequency of “trains” is pre-planned, it is not a dynamic response of the transportation
system that, becoming aware of the crowd waiting at the platforms, increases the
frequency. Nor is the transportation system signaling its capacity to the outside world to
direct people to use that transportation system. There is not, to my knowledge, dynamic
route design, to cope with specific increase of demand in certain areas because of events
or other factors. All of this needs to be planned in advance.

The advent of autonomous vehicles (self driving trucks, robots, drones, cars) will further
reshape the city landscape. These autonomous systems can be orchestrated or, better,
can self orchestrate themselves to achieve the overall goal of a smarter city. The technical
challenges are huge, but technology progress is also “huge”.

New design, and control approaches are needed. Involvement of municipalities to define
the deployment roadmaps and the constrains is essential. Economic sustainability and
share of value are also fundamental aspects. The trend towards a interplay of public and
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private investment further complicate the overall architecture of autonomous systems in a
city.

The smart city becomes a living, ever changing, organism (of which citizens are not just
“‘inhabitants and users” of its services but an autonomous system on their own). This is a
perfect example of symbiotic autonomous systems, with various hierarchies and
interactions, diversity of goals and cooperation needs plus competition forces.

Industry
- March 4th, 2017

Globalization
The evolution of manufacturing is
towards a more and more
personalised production, just like it
used to be 200 years ago, but now
— benefitting from the economy of
scale thanks to robotised
B\, production, and in the coming
. decades to Industry 4.0. Credit:
Yoram Koren, "The Global
- Manufacturing Revolution”

Industry has evolved, particularly manufacturing, by leaps and bounds. Availability of tools
first (Oldowan industry goes back 1.7Myears ago), their improvement through steam
power first (XVIIl century) and then electricity (XX century), then, more recently, computers
(1970ies) and robots (1980ies). Robotics is now a growing transformation force in Industry,
it was 3.9 billion $ (worldwide) in 2000, it is now over 12 billion $ and it is expected to grow
to 24.4 by 2025. Robots will be transforming not just the industry in the coming decades
but the whole value chain from supply to delivery and usage.

Robots have become more and more flexible and are starting to become aware and learn
from the environment, to cooperate in a much more flexible way with other robots and with
humans. Baxter was probably the first robot designed to be a co-worker of blue collars, it
can be taught by a worker and being aware of what is going on around him takes care not
to harm anybody. Even its “looks” have been designed to make it a team player.

Robots have several effects on the industry, on the market and on the society. | leave the
latter to the last post in this series. Let’s consider the first two.

Robotized industry has a cost that is basically independent on the location (no labour cost
differences that led in the past to offshoring manufacturing) and robots can now be
connected to the supply and delivery chains much more effectively than in the past. This is
a strong drive to the improvement of the whole value chain and a first step towards
Industry 4.0. Both factors enable an economically affordable Regionalization (see figure)
with smaller, distributed, factories that keep the scaling advantage through more effective
supply chain and sharing of data (this is a crucial component in Industry 4.0). The data
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sharing among suppliers, manufacturing plants, delivery chains, retailers and users
changes the rules of the game and creates a symbioses among the various autonomous
systems involved in the value chain that will be more and more participating to an
ecosystem (often referred to as circular economy) rather than be part of a fixed chain
regulated by contracts between supplier and client.

On the market side the flexibility offered by robots shift the production paradigm from the
mass customisation to the product personalisation. This is reinforced by the growing
softwarization of products that injects both flexibility in features offered by the product and
the possibility to create a relation between the user and the manufacturer plus additional
relation of the user with third parties offering enhancement. Furthermore this is leading to a
transformation of the product into a service. Important to notice the shift that has taken
place from a demand that was greater than the supply (that in turns created a steady state
of demand) typical of an industry that was not able to satisfy all the demand (after the
second world war in the fifties and sixties) to a situation of a supply that far exceed
demand (just think about the number of apps available). Clearly this shift increases
competition and drive prices down. The decreases of prices, in turns, displaces the big
companies and opens up the market to small ones that operate in a symbiotic relation.
Here again we see an economic drive that strenghten the evolution towards symbiotic
autonomous systems.

Augmented Humans
- March 6th, 2017

Toward enhancement of human
communication abilities, the AHC
Laboratory is promoting the research
and education on a wide variety of
technologies that support
communications between human-to-
human and human-to-computer,
including multilingual speech
translation, dialog system,
communication quality of life (QoL),
voice conversion, silent speech
interface, user-adaptive speech
recognition/synthesis, and brain analysis related human communication. Notice how this is an
example of a symbiotic relationship between humans, Internet and devices. Credit: Nara Institute
of Science and Technology

From eons we have been augmenting our capability using tools, pebble first and then on
and on with ever more complex and effective ones. Contact lenses are examples of
augmentation, as a cellphone. Robotic exoskeletons are now moving their first steps (no
pun intended) out of the lab to help in military field and in the medical one. In the former
they are intended to augment a soldier strength in carrying loads, in the latter to enable
paralysed people to walk around.

We can expect the former application (military) to drift into a much broader, civil,
environment, as it happened to other technologies, born to target military applications and
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now widespread in the consumer market (just think about the GPS that we are now taking
as a given...).

Prosthetics are also making amazing progresses and are now moving towards a in a
symbiotic relation with the person using them in the sense that they understand what the
person is expecting from them and provide the person with sensations they “feel”’. Besides
the newest prosthetics can learn from the relationship with the person and become better
and better in integrating their functionalities with the person (see clip). They are becoming
S0 good to go beyond restoring functionality. They can result in an augmented human.
However, | would not consider any of the above example as fitting in the category of
symbiotic autonomous systems, mostly because they are not “autonomous”.

| would expect to see more and more cases of human augmentation through technology in
the coming years but | would say that we will have to way at least a decade before seeing
examples of symbiotic autonomous systems augmenting humans.

Looking ahead, however, | can see an environment that is becoming so aware, filled with
robot-objects and able to interact seamlessly with us that we can consider this as an
example of real symbiotic autonomous systems that result in human augmentation. In this
environment the line dividing prosthetics from tools will become fuzzier and fuzzier. Think
about robots roaming a warehouse that can be worn by a worker to becoming a symbiotic
autonomous system having the strength of a robot and the smartness of a blue collar
worker...or exoskeleton fitting construction workers to make their job safer and more
productive.

Similarly, transportation in a city may slowly become a system in symbioses with humans,
a building may enter into a symbiotic relation with people inhabiting it and the concept of
home may actually be tied to this symbiotic relationship.

It is not just the ambient that is becoming aware and as such can interact more seamlessly
with us. It is also an increase in our sensorial capability, brought forward by sensors
enhancement implant, that will change our relations with the environment. Some animals
can perceive infrared signals, other can perceive variations in the electrical field. We have
created sensors that are able to “see” in the infrared (like infrared cameras) and sensors
that can detect electromagnetic fields (your cellphone is an obvious example). These
sensors in the coming decades will become implantable in our body and will connect to the
brain extending our sensorial capabilities. We may become aware of people moving in the
other room because as they move the alter the electromagnetic field in the environment
(sharks, rays, dolphins and bees can detect electromagnetic fields). We will be able to see
that someone was in a room before we arrived by looking at the infrared halo left by its
presence... All in all we will evolve our relationship with the ambient we live in.

| already noticed the kind of symbiotic relationship we are having with our smartphone.
This is going to grow further moving the symbiotic relationship from our smartphone to the
“‘webspace” with this latter learning more and more about us and reshaping its behaviour
accordingly. Also notice that we will have an influence, although a tiny one, in the overall
behaviour of the web since we are part of its context and the web is evolving taking the
context into account.

As you can see the evolution of symbiotic autonomous systems may give a boost to the
augmentation of humans in a way that wasn’t foreseen just few years ago when Human
Augmentation was imagined through embedded chips to enhance human senses and
processing capability.
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Ethical Challenges
- March 7th, 2017

Ethical issues are not clearcut, there are grey
along with whites and blacks and not
everybody agrees on what is right and what is
wrong. This will be true in the future as well
with the additional complexity that in some
areas we do not have come to an answer yet,
since we are basically lacking the capability to
formulate the question.

Image credit: Fraud Magazine

The advance of technology is bringing to the fore new ethical issues. It is nothing new, in a
way. Ethical issues flanked technology evolution through the centuries. However, now
technology evolution, and its adoption, is way faster than it used to be and ethical
challenges pop up more frequently. Since ethics is strongly tied into Society culture (and
habits) and culture has greater latency than technology in these last decades we are less
prepared than in the past to face new ethical issues.

There are clearly many aspects of ethical issues related to symbiotic autonomous systems
and they will be part of the studies planned in the IEEE-FDC Initiative. Here | would like to
point out two of them, one related to the augmentation of humans and the other to the
“‘meta systems” resulting from the symbiotic relationship among autonomous systems.
These aspects are also addressed in the context of the EU Future Emerging Technologies
(FET) CSA Observe discussing human-machine symbioses.

Augmenting humans is opening up a Pandora box. We are not aware of the full
implications of augmenting humans, at the same time we have technology that makes this
possible and a range of applications (needs) that makes this desirable; we are also seeing
several undesirable side effects and
we feel there may be many more we
are not aware of.

Adoption Rate

The speed of technology adoption has
increased significantly.
Credit: Black Rock
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Let’s take a positive attitude: augmented humans is leading to an increase in human
performance with no nasty consequence (like an augmented human taking advantage of
his augmentation to harm others). Even with this unrealistic assumption we are facing the
issue of managing the gap between the have and the have-not. Clearly it is nothing new.
We had, and we have, this gap in many instances: those having a better education are
having the upper hand on those who are less “literate”, more opportunities of getting better
jobs, better paid, fostering more educated children with privileged start in life, thus farther
widening the gap. Those having access to knowledge (to the web) to funds, to health care,
to food and clean water. Think about it and you will come up with a long list of inequalities
in today’s world and Joan Baez song “There but for fortune” will come to mind.

Human augmentation in the coming decades will provide further steam to already existing
inequalities but | feel that, since it is not really new, we have the cultural “tools” to confront
them.

Of course it is not a given that human augmentation will not be used to harm not-
augmented fellows. Again, this is nothing new (unfortunately). The invention of weapons
goes back to the first humans, it just got potentially worse, given their increased
effectiveness provided by technology. Killing a man with a club or with a drone achieves
the same end result but the second widens the possibility to reach a target and de-
personalise the action thus making it more difficult to control and giving rise to novel
ethical questions. Yet, as before, not being anything new we have the cultural tool to
tackle this (not to solve it, | am afraid, since we haven’t been able to solve it through our
history).

Augmenting humans in their sensing capabilities, particularly through invisible technology,
however, is something brand new and it may disrupt the very fabric of Society as we know
it.

We all remember the upheaval generated by Google Glass for their potential violation of
privacy. Think about a symbiotic relation of an augmented human with the environment
resulting from an in depth knowledge of what is going on, including details on the other
persons in that environment. We can have the situation in which only one person is
augmented (without the other persons being aware of that). The privacy issue is clearly at
the forefront, besides potential unfair advantages for that person. We can also imagine a
situation where all people in that ambient are augmented and aware of the others. This is
breaking down the fabric of interpersonal relation, as we have been used from our birth
and even more important from the Darwinian selection. Privacy is more than protecting our
own information, it is about making possible social relations. Technology that can bring
information about everybody, in real time, as we are interacting, that can dig into our
emotions and unveil them is disrupting our social fabric. We are on the brink of continuous
connection to the web to enable services like real time translation. Microphone and
loudspeaker (or cochlear implants) in our ear can connect to the web sending the voice of
the person talking to us in Japanese and bring back his voice in English. But other
services in the web can give us hints on his emotion, can detect if he is truthful, can
augment his talk with information on “why” he is telling us such a thing, can provide advice
on how to respond... A personal assistant in symbioses with us, knowing what our goal is,
can even morph our responses to maximise the chance of achieving our goal.

Should we be aware of that, should be control in real time the personal assistant or the
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symbioses is so strong, and effective, that we relinquish the decision to it. Who is going to
be responsible for the outcome. Suppose that what our personal assistant said is bringing
us what we want but in the process is harming the other person (psychologically or even
physically), who should take the blame?
This clearly is just an example to make the point. It is also leading me into the discussion
of the ethical issues related to a symbiotic autonomous system.
Because of the “autonomous” characteristics each system in the symbiotic relation makes
its (his) choices to the best of its knowledge to satisfy its needs and goals). This is the
case of human relationships. Here, in a way, we live in societies that are the result of
symbiotic interactions among autonomous systems (no man is an island, ... and therefore
never send to know for whom the bells tolls; it tolls for thee) but we are sharing the same
framework (and when we are not, as it is the case when different cultures meet/clash we
may run into problems, ethical problems since deciding what’s right or wrong gets difficult).
In case of relationship among “augmented” humans and “plain” humans the symbiotic
relationship between a human and his augmenting system may create unprecedented
ethical issues. Who is going to be responsible for the action of the augmented human,
since his actions are strongly influenced by his augmentation? Notice that there may be a
wide range of situations with fuzzy boundaries. Just for the sake of discussion, what about
a person with an exoskeleton that he is wearing because of his job as mason who kills a
coworker by choking him with super human force because the latter said something that
enraged him and he thought about killing him. His exoskeleton decoded the “killing wish”
and acted on it, actually killing the other person. Without the exoskeleton that thought
would have remained just that, a thought because that persons wanted to kill the other one
but would have never harmed him. Would thinking make us guilty? If that were the case
just think how many crimes we had committed in the privacy of our “brain”...
Would the responsibility be upon who designed the exoskeleton? What if the designer had
actually constrained the exoskeleton not to do any harm and as we wear it we are witness
to a potential crime we could stop if we throw a punch to a criminal and the exoskeleton is
refusing to do it so that we are stuck and the crime takes place? Again, these are just —
naive- examples | am using to make the point.
We are simply not prepared for this. Ethical challenges ahead are many, diverse, and very
likely unexpected...

A few ethical challenges starting to
confront the world as result of
technology evolution. These will
become crucial in the coming
decades.

Credit: John J. Reilly Centre
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The Reilly Institute is releasing every year a list of ethical challenges resulting from
technology evolution. Here is a glimpse on the most recent ones:

« CRISPR/Cas9 gene editing technology, clearly fraught with issues

Rapid whole genomic diagnoses applied to newborn

Talking Barbie, privacy violation dangers versus safety and improved care

Digital labour rights, interaction with anonymous workers and anonymous bosses

Head transplant, the sense of identity

Disappearing drones, delivering goods from “nowhere” and then flying away

Artificial wombs, taking motherhood to the next step

Bone conduction for marketing, providing direct access to the customers brain

Exoskeleton for the elderly, pushing labor life postponing retirement

Brain hacking, resulting from wearable EEG

Robotic clouds, the rise of autonomous systems interacting with one another

NeuV’s Emotion Engine, where your car detects your emotion walking a thin line

between safety and privacy

« Self healing body, tiny robots swarming in the body through blood vessels monitoring
physiological processes

Economic Framework

- March 9th, 2017

When you hold an iPhone in your
hand, do you realise that it is the
result of assembling parts coming
from all over the world? In this
map the roads followed by the
various materials and components
making up an iPhone 5. You can
get sourcing maps of many more
products at : Sourcemap.org

We have seen a transformation over the last 30 years from an economy dominated by
demand to the one dominated by supply. Symbiotic autonomous systems are likely to stay
in the same path of increasing the supply against a demand that is growing at a slower
pace.

Clearly different market sectors show different unbalances, with few geographical areas
and market sectors showing a demand that exceeds supply but in general, and in
particular in the technology area, this is the case. Even though the Moore’s law has come
to an end the variety of technologies available will continue to create an oversupply. There
are some predicting an energy gap between supply and demand but | don’t believe that is
going to be the case, given the advance in power production. In the last decade we have
seen a decrease in price of oil, an indicator of oversupply, and although the expectation is
for an increase in energy demand (40% increase by 2040) the availability of renewable
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should provide more than enough supply at global level, although the price of oil is
expected to increase by 2040 to the peak level experienced in the past decade (this
estimate may actually be wrong if electrical vehicle will replace fossil fuel ones).

Symbiotic autonomous systems will clearly create a demand for innovation and for
technology advance but they will keep evolving based on technology that is available, that
is, | do not see a crises looming ahead hampering their evolution because we are lacking
needed technology.

The symbioses is likely to provide increasing value thus, in a way, increasing the supply
side. Again, there will be niches where demand will exceed supply (particularly in the
coming two decades for human machine symbioses for human augmentation widening the
gap between the have and have-not).

Autonomous systems, in particular robots, are already having an economic impact in
levelling the cost of production across the world. After decades of offshoring the
production to places with lower labour cost we are starting to see the first signs of in-
shoring. Thanks to their flexibility, boosted by deep learning (for perception and situational
awareness) and machine learning algorithms, they can have a much longer life cycle,
hence their cost can be partitioned over longer period of production cycles. Increased
flexibility in machine to machine interaction exploiting artificial intelligence makes it
possible to sustain Industry 4.0 paradigm of advanced cooperation and distributed
manufacturing. In turns this can lead to business disruptions since it favors a reshuffling of
the whole value chain.

Exhibit 1: Adoption of Industry 4.0, by Sector
Respondents were asked: “How would you classdy the current level
of Sigtization and ntegration [in cperations, supply chain, and related
activities) in your company? What levels are you expecting i the neat
fove yoars 7"

IN FIVE YEARS
% Electroncs ‘ ™

Penetration of Industry 4.0 in different market
s Chemicats ‘ w%  segment.
Credit: PwC
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The symbiotic relation may also lead to a revisitation of business models (in particular in
relation to energy exchange among autonomous systems and accountability aspects) but
it is still to early to grasp in its full economical implications.
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Finally, the adoption of symbiotic autonomous systems is likely to take place in different
market sectors at different times in different Countries. In many cases, particularly those of
huge manufacturing plants (like Foxconn) is going to be very capital intensive and can be
sustained only through high production volumes. Hence the deployment of autonomous
systems may happen first in big companies that can afford them and in turns will
strengthen their market position thanks to the greater resulting efficiency. A different
scenario, more in line with the disruption of Industry 4.0, may result from the adoption on a
much smaller scale of autonomous systems for limited production in specific markets that
over time will loosely aggregate with others achieving scale and chewing on the market
quota of big companies. This will require a significant re-thinking of the value chains and of
the logistic glue among players.
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Roadmap
- March 10th, 2017

An interesting map relating
technologies to their impact on the
business. Notice that advanced
robotics (that is on the path of
symbiotic autonomous systems)
are expected to be emerging
technologies in 2019 and beyond,
as well as smart machines and
brain computer interfaces and all
together they are placed under the
area of transformational, meaning
that they will result in a disruption
from the present way of doing
business. Cognitive computing is
placed at the edge between high
impact and transformational and
5G is considered as having a high
impact. Credit: Jonathan Aufray

We already have autonomous systems and we even have a few examples of symbiotic
autonomous systems but it is like the brothers Wright saying they had a plane. Yes,
indeed, that is what they flew, but it would be difficult to compare that plane with today’s
A380 and even more difficult to compare that with today’s civil aviation (infrastructure,
planes, market, economics, regulatory environment).

That first plane compares pretty well to the point we are today in terms of symbiotic
autonomous systems.

In a way the technology that we have today provides the basic components for future
symbiotic autonomous systems, but again, it is like saying that the Wright plane had wings,
rudder and engine as today’s planes and a stretch of land it used to take off and land.

We have technology that can let a robot harvest energy from plants (using the
photosyntheses processes of algae, as an example), technology that provide vision and
understanding to a robot (the forecasted market value in this area is over 5B$ by 2020),
technology to interface robots and living being, including BCI (whose market value is
placed at over 1.2 B$ by 2024), technology for smart autonomous robots (expected to
exceed 7.5B$ market value by 2020), and technology for meta-systems of autonomous
systems (swarms).

Looking at Gartner 2016 emerging technology hype curve we find in the Innovation Trigger
area general purpose machine intelligence, an important component of future autonomous
systems, with a predicted landing time (time to hit the market) over 10 years. In the same
range is Human augmentation, neuromorphic hardware and brain computer interfaces.
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Closer in time we have the commercial unmanned aerial vehicles (UAV-drones) with a
time to market between 5 and 10 years along with smart robots.

Autonomous vehicles are also considered with a time to market over 10 years but they are
placed on the peak of inflated expectations.

| am basically in agreement with these expectations, although, as | said, one could claim,
as an example, that self driving cars are already a reality.

Gartner Hype Cycle for Emerging Technologies, 2017
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The transition from something that is making the news and something that is accepted as
“normal” to the point of no longer making news is over 10 years in this area. Hence,
precisely because we have headlines anticipating the first autonomous taxi in Dubai in
July 2017 we can bet that we will have those taxis as common as the ones clogged in the
traffic today in the fourth decade of this century, not before.
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The evolution of ... Machines
- October 27th, 2017
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The Symbiotic Autonomous Systems Initiative has completed its first WhitePaper (it will
become available through the SAS website by the middle of November once the cleaning
up is complete). It is an interesting document and in its concluding remarks it shows the
possible, expected, evolution of machines towards awareness over the next decades (the
horizon has been set to 2050 but quite a bit is happening today and a lot will be
accomplished by the next decade).

Clearly it is difficult, may be even unreasonable, to make prediction over such a long span,
however it is not about wild guessing, rather it is about looking at what technology offers
today, where research efforts are around the world, what the market demands and the
social drives that will make the evolution a reality.

IEEE is aware of most of the technological research efforts and this global visibility makes
prediction in the area of symbiotic autonomous systems an exercise in rationality.

So, let’s take a look at this sketchy roadmap.

Machines have become smarter and smarter thanks to an ever increasing processing
capability, access to large storage for local and remote data, sensors and
communications. We have cars that have shown the ability to drive autonomously,
although they are still rare and there are regulatory hurdles in the way (not to mention their
affordability in terms of cost). The basic technology for self driving cars exists today, it is
just not completely practical nor affordable. But it is just a matter of time, no longer of
“possibility”.

This self driving cars are “context aware”, that is they “understand” in an operational sense
what they need to do given the context around them. They can identify a person walking
on the sidewalk and evaluate the probability that he may cross the road all of a sudden, as
well as evaluate distance and velocity of an incoming car to evaluate the safety of
overtaking the preceding car.

In the next decade this context awareness will become more and more generalised and,
most important, affordable. Notice that it is not just cars. Robot vacuum cleaners have
already some sort of understanding of their context and this understanding will grow to
include something like: “uhm, there is a person watching a tv show so it is better to wait for
cleaning not to disturb him, or the lunch is just finished so it may be a good time to vacuum
the kitchen...”

A significant contribution to the evolution towards context aware machines will come from
military applications, as it happened in the past. So it is not difficult to forecast that
machines will become context aware, wherever and whenever it makes sense.
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We are also noticing, today, that a number of devices are interfacing directly with us,
mostly in the medical space, getting information on our status and acting in

consequence. Insulin pumps are becoming smarter providing the exact dose by
measuring the glucose directly in the body (smart contact lenses are available in the labs
of Google and Samsung, and most likely in other research labs to detect the sugar level in
the tears and communicate it to a chip that can take action delivering the required amount
of insulin). In the next decade this devices are likely to become proactive, analysing the
behaviour, guessing the expected one and injecting insulin as soon as it makes sense
without waiting for reaching a thresholds. Bio interfaced machines will allow them to
connect to nerve termination, to the metabolic system, to muscles, to our senses and even
directly to the brain. Hence an evolution that we can expect is towards augmented
machines, augmented through the information provided by a living being, including, of
course, ourselves. Again we are seeing the first occurrences, although crude, of
augmented machines in robots, like Baxter, that learn by watching people, or in sensors
leveraging on living cells to detect specific molecules. Of course tools are “augmented” by
people using them but in this case we are not talking about autonomous system. A
hammer cannot do anything without a hand (and a brain behind the hand) operating it. A
self driving car, on the contrary can operate autonomously but it can also benefit from a
standing by driver. In the coming decade the situation where people can “lend” their brain
to a machine to augment its intelligence will become more and more common.

In order to become “intelligent” a machine needs to pass a certain thresholds of
complexity, similarly to living things. A bacteria is fully operational and in a way smart, but
that smartness is the consequence of millions of evolution steps, of generations that finely
tuned its response to the environment. To get a local intelligence you need to have much
higher complexity. Not all machines will reach this thresholds but there will be some that
would aggregate into complex systems and intelligence will result, emerge, out of the
whole system. These machine swarms are becoming possible through a connectivity
fabric that connects thousands, millions of them, like a anthill makes intelligence emerge
out of thousands of ants, individually incapable of showing intelligence.

Both machine swarms and context aware machines will likely take a further step becoming
machine aware. In a way complex living things are an example of this evolution. One can
see our human body as a cell swarm, hundreds of billions of cells, connected to a context
aware machine, the brain, that all together result in a being that is “aware”. Would these
machines be “sentient”, in the sense of being aware that they are aware? Opinions differ
and no stand has been taken by the SAS White Paper.
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The convergence of Humans and Machines
- October 29th, 2017
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Technology is not just evolving our machines, it is creating a bridge between us and them.
Bio-Interfaces are enabling seamless communications between our body, our mind, and
machines. This is clearly being exploited by better prosthetics that fit naturally to replace a
lost functionality as well as future prosthetics that augment an existing functionality.

The coming of context aware machines serves even better the interaction with humans
and the eventual shift towards machine aware leverages their intelligence complementing
and augmenting ours. This is bidirectional, our intelligence will also augment machine
intelligence (in the first phases, already today, our intelligence augments machine
effectiveness) creating a world where cooperation is among humans, among machines
and among humans and machines.

The cooperation may be a loose one, occasional as interaction arises among two entities
as they happen to operate in the same space or it can become continuous taking the
shape of a symbiotic relation. This latter may result in the creation of a super organism, a
new species, as envisaged by the transhumanism movement.

The FDC SAS Initiative is not taking any stand on this, simply take notice that there is this
philosophical movement. The Initiative is focussing on the technology that can make this
symbioses possible (basically requiring a seamless interaction and self adaptation by the
various components engaged in the symbioses) and on creating a factual field where
Ethical, Legal and Societal issues -ELS- can be discussed.

In a symbiotic relation there is an implicit creation of a super organism and issues of
accountability arises. To what extent the super organism is actually recognised as an
independent entity, hence potentially held accountable, and to what extent accountability
remains in its components? The question is a difficult one since the behaviour may not be
a sum of behaviours exhibited by each component, in which case one could direct the
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accountability to a specific part, rather it might be an emergent behaviour where the
contribution of each part is no longer meaningful.

A strong symbiotic relation also implies that its components can no longer operate
independently of one another. As noticed previously we, humans, are already living in a
symbiotic relation with our ambient to the point that if we were transported to a completely
different one, in the jungle, we would be unlikely to survive. Hence the evolution towards
symbiotic autonomous systems, where we would be a component, is nothing radically
new.

There may be reason to advocate for weak symbiotic relations only so that we can remain
an independent part that is just taking advantage of the symbioses when this is feasible
and keep living independently when this is not.

However, also this approach creates significant ELS issues. It is clear that a symbiotic
relation confers advantages to its participants and at the same time creates a gap with
those that for any reasons cannot engage in that relation. The Have vs Have Nots
represents itself although the gap risks to be more significant than the one we have today
between those who can access technology and those who cannot. The reason is that
today the use of technology is explicit, in the future, in a symbiotic relation, it may become
invisible. The advantage given to those that can have, as an example, their brain wired to
the internet versus those that will be able to access the internet via a smartphone is way
wider than the one we have today between those that can access internet with their
smartphone and those who have no access to internet. The former will have an increased
access to knowledge and an increased intelligence, the latter will have a “delayed”
increased knowledge only.

There is not a clear boundary between a symbiotic relation and a mediated one. This is
another aspect that needs to be faced. There are no boundaries around intelligence,
hence it will be difficult to perceive a disruption point, although we are clearly seeing that
we are close to an inflection point where convergence of various technologies is
reinforcing their evolution and usage.
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Autonomous Systems in 2018
- November 27th, 2017
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The FDC Symbiotic Autonomous Systems Initiative stems from the growing presence of
autonomous systems in our daily life, from autonomous vacuum cleaners to drones, from
self driving cars to robots in manufacturing.

The evolution in this area will be both “invisible” and “spectacular’ There will be a smooth,
almost imperceptible evolution, like cars increasing in their autonomous capabilities, self
parking, lane cruising, breaking assistance..., and all of a sudden we will find ourselves in
a world where many objects have become self-aware and behaves accordingly.

2018 will see significant progress in the creation of a management framework for
autonomous systems (the recent agreement between Uber and NASA is a clear step in
that direction), something that might go unnoticed to most but that will set the foundation
for a fast and massive deployment of autonomous systems. In Dubai we can expect the
first taxi-drone that will generate a lot of “wow!” but won’t change the traffic situation in
Dubai, no more than the Wright brothers did at Kitty Hawks in 1903. But, of course, our
world today is rooted on what happened on that beach. Interesting to notice the parallel
between that beach and the sands surrounding Dubai, making the operation of a taxi-
drone way safer than in L.A. (where there would be an interest in shuffling tens of
thousands of people every day using drones).

Remaining in the autonomous vehicle space and in the Emirates, 2018 is likely to see a
step towards the construction of the first commercial Hyper-loop transportation system.
Technology is here (mostly), it just needs to become affordable.

After drones having become a “standard” photographic equipment (several wedding
photographers, sports aficionados use drones to capture the moment from above) we will
see in 2018 smart tripods, equipped with Al, tracking objects, like you(!), to automatically
create video clips.

Yet another example of the pervasiveness of autonomous systems that will boom in 2018.
It is not just about Symbiotic Autonomous Systems, it is also about creating the skills and
mindset for their design, manufacturing and management. This requires education and this
is what EIT Digital will start doing in 2018 with their new Master Course on Autonomous
Systems and the Industrial Doctoral School on Digital Industry based in Milan and Helsinki.
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Autonomous systems on the rise

- September 9th,
2017
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Artificial Intelligence is at the core of autonomous systems. It will permeate them in
different degrees, the more autonomous they are and the more challenging the
environment they will be operating in the more Al will be required.

BCC Research is foreseen the application of Al in Autonomous Systems will overtake in
terms of market value the “classic” application of Al, that is in Expert Systems (see
graphic). This is interesting because it signals a shift towards the embedding of Al (it has
already started, as an example our digital cameras embed some Al to make decision on
the best exposure, to recognise faces...) and embedding leads to the disappearance of
that technology from our perception, making it a mature technology.

At the same time this loss of perception and the presence of autonomous systems in our
everyday life (meaning, as well, our increasing dependence on them along with our taking
them for granted) creates new issues:

« Can we really trust these systems? Would a trivial vacuum cleaner become a potential
spy having the intelligence to be one?

« Even if we trust these systems, isn’t there a possibility of malicious hacking that might
transform them without us being aware of what is happening?

« In case of symbiosis, particularly one involving us, would the intelligence of an
autonomous system in symbiotic relationship alter the overall balance (without us
becoming aware of it). What if we are coming to rely on a wearable system to connect us
to information seamlessly, like an intelligent contact lens or in the future a direct BCI
connection linking our brain to the web, and for some reason this symbiotic component is
hijacked or just takes the upper hand in the decision making process?

« What about the advantage that owning such symbiotic relation will bring to some and not
to the have nots? Is embedded Al going to create a wide gap among those who can
benefit from it and those who don’t?

« Will enterprise favour hiring people having augmented intelligence, would some require
augmentation as part of the job as today they require us to use a computer?

The list of questions is getting longer and longer as we are starting to walk this new path.
Formulating these questions and addressing them is an integral part of the FDC Symbiotic
Autonomous Systems Initiative.
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Big-C versus Little-C: the debate on consciousness is still on
- January 4th, 2018
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Unconscious

Consciousness is a slippery, and fuzzy, concept. It is a bit like the concept of time as St.
Augustine remarked long time ago: “What then is time? If no one asks me, | know what it
is. If I wish to explain it to him who asks, | do not know.”

Just look at the graphic. It takes “discovery” (sensors) to bring reality to our perception, to
become conscious. Yet, the more we learn about that specific reality the more it tends to
become “a given” and it fades away from our perception. Think about roads. How many
times do you stop on your track as you step out of your home every morning to say: “Hey,
look, there is a road”. You are no longer perceiving it, it has slipped through experience in
the unconscious zone. This is just an example and you might say that actually you are still
conscious of the presence of a road, you are just not flagging it as an important fact.
However, this is what happens to many, most, signals generated by our senses, they
never reach the conscious level in our brain.

To further muddy the water, according to the orthodox interpretation of Quantum
mechanics consciousness and physical world reality are one and the same, you cannot
separate one from the other. It is only by applying a conscious measurement that reality
unfolds (probability waves collapse). It takes a conscious decision for the Schrddinger’s
cat to be alive or dead (watch the clip). In this interpretation consciousness exists as part
of the reality, it is not “derived” from reality. This is usually addressed as the Big-C (Big
Consciousness).

The opposite view is that consciousness emerges from biology, which in turns emerges
from chemistry, emerging from physics, emerging from math... This view is known as the
Little-C (Little Consciousness).

If we take this second interpretation then there is a concrete hope (more than hope, |
would say a “plan”) that consciousness can result from sophisticated Al. The jury is still
out.

In the words of prof. Subhash Kak printed in the Conversation:

“It is possible that the phenomenon of consciousness requires a self-organising system,
like the brain’s physical structure. If so, then current machines will come up short.
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Scholars don’t know if adaptive self-organising machines can be designed to be as
sophisticated as the human brain; we lack a mathematical theory of computation for
systems like that. Perhaps it’s true that only biological machines can be sufficiently
creative and flexible. But then that suggests people should — or soon will — start working
on engineering new biological structures that are, or could become, conscious.”

Notice the adjective “current” to tag the status of machines today not being able to support
the emergence of consciousness. In the future, if consciousness is indeed of the type
Little-C, there is a possibility, to see consciousness emerge from machine (Al). | would go
even further saying that it will be inevitable.

Also notice that although the Big-C and the Little-C are completely different views of the
world and one can say they are incompatible with one another, from a practical point of
view they might end up to be “experienced” as the same. lt is like passing the Turing test:
if a machine does it becomes undistinguishable, in that environment, from a human. It
does not say that the machine has become “a human”, just that from and experience point
of view it is no longer distinguishable. Likewise for consciousness. Even assuming the
existence of a Big-C, if Al will eventually generate a Little-C from the point of view of
interacting with that system it is the same. We will be interacting with a conscious system.
The evolution towards symbiotic autonomous systems is intertwined with these issues of
consciousness.

The fading boundary between Atoms and Bits
- July 17th, 2017
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It is now 60+ years that digitalisation is progressing. We have been living in a world of
atoms but with the advent of computers and their ability to work on bits at very low cost we
have initiated a transposition of bits into atoms. This is made possible through the use of
sensors. In the very beginning we used “our” sensors, our sight and hearing and the
processing in our brain to convert atoms into bit (using punched tape and punched cards
in the beginning). Then we created sensors to convert atoms into bits and since then the
variety of sensors and their capability have kept increasing. Among these capabilities the
possibility to process data locally and communicate an abstract data with richer content of
information.

The separation between atoms and bits has remained quite clear. We shifted our attention
to bit, to data and we are now using a variety of technologies to exploit these data,
correlating them and extracting meaning out of these correlation (big data analyses). We

Notice: the opinions expressed in this eBook are not necessarily the ones of the SAS Initiative and IEEE
FDC is not endorsing them.

o0 0800




are using data and their variation over time to learn and infer patterns and rules that help
us (the program) to get smarter in their analyses (deep learning).

Of course one of the goal of analyzing data is to set up actions that can influence the world
of atoms steering it into a desirable direction. For this we use actuators. These may
generate direct commands to machine or influence the behaviour of the world of atoms by
providing information, like advising of the building up of a traffic jam through SMS
broadcast to drivers in the vicinity of the problematic area prompting them to take
alternative routes.

What we are seeing happening, right now and more so in the coming decade, is a blurring
in this separation of atoms and bits. The first sign of this blurring is the uptake of
augmented reality.

Devices integrating a screen and a camera, connected to the web and with processing
capability can merge the world of atoms with the world of bits.

Think about using your smartphone camera to look at a road sign in a foreign Country. An
app can translate the wording in the sign into your language, keeping all the rest of the
image unchanged (Word Lens, watch the clip, was an application running on smartphone
by QuestVisual, bough by Google in 2015).

The smartphone is a good example of a device that can support Augmented Reality,
merging the world of bits with the world of atoms and indeed there are plenty of apps
available and under development targeting this platform.

A more “seamless” device like Google Glass promised to be (although it didn’t manage to
capture the market as much as it was expected) would be an even better one for making
AR ubiquitous.

| feel it is just a matter of a few more years and we will see AR becoming as commonplace
as text messages are today. We will be using it without noticing, taking it for granted, as
part of our daily life. Today we are already consciously connecting the world of atoms with
the world of bits by using our cellphone to search the web for information relevant to a
specific situation we are facing, tomorrow this will take place seamlessly.

Imagine a time when BCI (Brain Computer Interface) will be widespread and just
“‘wondering” about something will bring the answer to us. You see a bifurcation in the road
and a prompt will come indicating with way to go. It would be like having a navigator
plugged into your brain. Or looking at a couch in a department store and seeing it with
your mind’s eye fitting in your living room, taking the exact space it would take, given its
dimension.

These examples may look like science fiction in their seamless occurrence, but they are
clearly feasible today if we accept some (sometimes cumbersome) interaction. The point is
that evolution will, step by step, make the perception of interaction slowly vanish to the
point that the connection will be a matter of fact.

There is another point that is going to make the separation between atoms and bits
presented in the diagram fading away. Sensors and actuators are becoming more and
more rich in terms of processing and storage capabilities. This lead to an increased
capability of taking decisions locally. This is what is meant by “Smart I0T”.

Reality is not getting “augmented” by overlaying bits on atoms. It becomes “mixed” with a
co-presence of bits and atoms.

Smart loT will be context aware and they will evolve in their behaviour because they will
learn through experience. At that point it will be difficult, and artificial, to separate bits from
atoms, as it is artificial to separate the brain from the mind.
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It will not be an evolution confined to technology, it will have impact on economics and on
ethics. The shift to a “mixed reality” is a bigger one than the upcoming of Augmented
Reality, since the concept of objective reality gets fuzzier. What is the real reality, once the
perceived one depends on the specific capabilities available here and now (to me or to
you). What is the “reality” in case of a symbiotic autonomous systems. Is the the one
emerging out of the local realities of each system component? Who is in charge to
percolate that emerging reality to each system component so that they share a common
view (assuming this is even possible?).

Is machine learning, leveraging on processing capabilities that far exceed our human
capabilities, leading us into a forced trusting of the machine (which is already the case
when a pilot flies blind in the fog towards a runway...) taking responsibility away from us?
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ENABLING TECHNOLOGIES

Autonomous Decisional Capabilities

Disruptive Technologies in extreme automation impacting beyond 2040
- April 22nd, 2018

i PROBOT, a robot used for hauling
supplies. The US Army is using a
number of these vehicles, he said. Photo
Credit: U.S. Army photo by David Vergun

Technology in the military field has been on the leading edge in the last two centuries,
benefitting from huge investment. It has also created significant fall out in non military
applications.

Artificial Intelligence and robotics (tied together ever more) are seeing significant
investment by the military, all around the world, although it is difficult to pinpoint the real
status achieved. Fighter planes, although manned, are becoming more and more
autonomous, drones are being remotely controlled but are also becoming more and more
autonomous in flight operation and decision taking. Soldiers are getting more and more
sophisticated equipment, including robotic exoskeletons, that are clearly showing the way
towards robotic soldiers.

The deployment of robots has the capacity of extending by an order of magnitude (10 fold)
the battlefield control.

All companies operating in the defense area are working on more and more advanced
robots transforming the concept of battlefield. Some, like QinetiQ, are also voicing the
need for an overall reconsideration of rules as robotics and artificial intelligence are no
longer fitting the current internationally agreed rules.

This is a more general issue affecting all autonomous systems: Who is responsible for
their behaviour, given that they are ... autonomous? This is an issue being addressed by
the Symbiotic Autonomous Systems Initiative of the IEEE FDC.

An interesting white paper has been recently released by the US Army Research
laboratory explaining the Internet of Intelligent Battle Things! It is worth reading.

This is an area where we are already well advanced and where disruptions are already
occurring. It is reasonable to expect that by 2040 wars will be fought in a completely
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different way. Someone is claiming that most of the wars will no longer involve a physical
battlefield, they will be fought in cyberspace.

Don’t underestimate the casualties however! Bits may turn out to be deadlier than bullets.
In 20 years time we will be living in symbiosis with bits, with our and other’s digital twins.
We will have sensors and actuators on our body and in our homes. Malicious hacking on
these may have deadly consequences.

Economy is already running on bits. A disruption in the daily flow of bits can be
devastating.

In the end, even though there will be killer drones using Al to take autonomous decisions,
and robotic soldiers fighting with one another, most of the damage and casualties may
come from cyberattacks.

It is an uncharted territory we are entering, we better take notice now.

Who is in charge?

- October 25th, 2017
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We are used to amazing sights, like the one in the picture with thousands of starlings
performing complex choreographies and we are temped to ask ourselves who is in charge
for that? Is there a “master” starling directing the choreography?

Similarly if we look at a swarm of bees. The swarm points in a specific direction but if we
look at the bees at the front of the swarm they keep changing. Is there a master bee
somewhere communicating the direction to the others? And what about a “simpler” things
like a school of fish creating rotating cylinders in the sea or sponge made up by thousands
of independent autonomous animals? Who is steering the shape in those amazing forms?
All studies carried out indicates that there is no “master” anywhere, that the result we are
seeing emerges from autonomous systems that are conditioning one another, usually
applying very simple rules (I follow you, don’t bang on you).

Looking at these ensembles one does not worry about something like accountability.
Those are animals. But what about the interaction of autonomous systems where humans
are one of the components?

At the FDC the Symbiotic Autonomous Systems Initiative, meeting today in Newark to
revise their first Whitepaper, is looking into these kinds of issues. Technology evolution is
now creating hybrids, it is augmenting humans and the results may go beyond a “human”.
Let’s take a simple and actual case. We, me and you, are already augmented through the
use of the smartphone, because through its use we can “know” much more about ...

Notice: the opinions expressed in this eBook are not necessarily the ones of the SAS Initiative and IEEE
FDC is not endorsing them.




anything... that if we were to rely on our brain only. We can say that we are in a symbiotic
relation with it. Now it is clear that we, as persons, are autonomous systems but you might
claim that a smartphone it is not. It is just a tool. Well, yes and no. What if you have
installed on your smartphone an app (or more than one) that automatically browse the web
and brings information in your phone. What if you have installed an app that when you
browse the web filters the result customizing them to what it feels shall be relevant to you?
In a way the smartphone is taking (small) steps towards becoming an autonomous system.
And what if this resulting symbiotic autonomous systems take wrong decisions that might
even cause damage because of misleading information?

Well, one might say that the responsibility and accountability lies on the human
component, but that human might very well claim that her behaviour was the consequence
of the information acquired by the smartphone. Last Sunday in Turin, where | live, the
Municipality requested all diesel cars to stop because of the pollution in the air. On
Saturday evening a strong wind dispersed the pollution and when checking on my
smartphone on Sunday morning | got the info that the circulation ban on diesel was
removed. | got the information through an app and | drove my car. What would have
happened if the information was incorrect and police stopped me? By showing them the
info from the app would | have been considered in good faith and not accountable or
would have | got fined?

Clearly it is a trivial case but it has all the elements of issues deriving when two
autonomous systems are interacting with one another.

And what about social media where information and misinformation propagate making it
ever more difficult to separate the wheat from the chaff? Who is accountable: the end user
believing in what he is told, the one who generated a misleading/false information, those
who allowed that information to percolate?

Fast forward for a real symbioses: in the next decade DBS, Deep Brain Stimulation, will
become more common for a variety of ailments, including depression, OCD, Parkinson,
epilepsy ... and it will also become much more sophisticated with chips that will evaluate
bran waves and generate electrical stimulation to “change” the behaviour of the brain.
Suppose something goes awry, and that person because of the DBS makes something
bad, like injuring another person or destroying properties. Who has to be accountable?
The person, the chip, the surgeon that implanted the electrodes ...

You see, as technology progresses the boundaries become fuzzy and the area of
symbiotic autonomous systems is possibly the one where our long standing rules, and also
belief, are most likely to need a revisitation.

Towards self organising networks
- February 6th, 2018

5G network slicing
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One of the potential of 5G is its capability to hand over the control of communications
resources to applications/users. These can self organise their network
capabilities/resources. To what extent this will happen remains to be seen, since Network
Operators are not likely to open up their network resources. Network slicing ( a way to
“carve” a set of resources in the network dedicating them to support a certain service/user)
is likely to be used by the Operators themselves as a way to cut cost (and deliver service
quality at a premium price).

A different story is for the Edge of the network where it is much more likely that a multitude
of networks owners will be willing to pool and share resources, giving rise to a self-
organising communications network. Actually, | expect in the first part of the next decade
to see smartphones (through apps or may be through their OS) take the lead in this
direction dynamically orchestrating with other phones in the area the best use of available
resources. This might result in the spot creation of networks at the edges beyond the
control of Network Operators. The evolution of edge computing and fog is pushing in this
direction.

Of course the Network Operators may resist this evolution but once a critical mass of
cooperating smartphones is reached the N.O. may be cut off from a good portion of the
communications business. Add to this the fact that some N.O. may decide to join the
bandwagon of resource sharing to set itself apart from the other and benefit from it and
you can see that in a few years all resources are bound to be shared. This will give a
strong impulse to self-organising networks, an area that is being pursued at scientific and
research level for autonomous systems (and autonomous systems swarms).

6G, as | mentioned in a previous post, will embed the capability for self planning and self
organising. It will naturally stem out from the just outlined evolution.

There are a number of examples of self organising structures in Nature, just think of a
coral reef, a ant colony and even our brain!

The key is the relative flexibility of each component and the huge number of them with a
relatively simple interactions set. The huge number is required because the self
organisation is not orchestrated/driven by an authority. It just happens and it happens by
reinforcing what is working and discarding what does not work.

As we are creating environments with a significant number of components each having a
certain degree of autonomy, we are going to see this happening to our artefacts. Think
about self driving cars. It has been shown that by providing each one with some very basic
set of rules (like keep your distance from the one near you) they start to act like a swarm
and generate traffic patterns that optimize the use of roads.

Of course, the challenge is to create the set of rules that lead to what can be seen as an
intelligent behaviour in a context that keeps changing. And this is what is being studied by
researchers in several places. This is seen as an emerging strategic technology for this
year and the next ones by Gartner.

More on this in the next post.
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Towards self organised networks ... of people

- February 7th, 2018

People form networks of various
sort. These networks are a
fundamental aspect of cities and
they can be supported, promoted
and steered to contribute to the
city operation.
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People are clearly examples of autonomous entities, and we know very well that they
organise themselves into groups. The aggregation force may be vicinity, like people of a
small village clustering together and defending their cluster, or it may be driven by a
purpose, like working at a Company and feel the sense of belongingness, each identifying
in the products being produced and being proud of it.

Friendship, of course, is a strong aggre